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Abstract

This paper addresses the problem of automatic 3D shape segmentation in point cloud representation. Of particular interest are segmentations of noisy real scans, which is a difficult problem in previous works. To guide segmentation of target shape, a small set of pre-segmented exemplar shapes in the same category is adopted. The main idea is to register the target shape with exemplar shapes in a piecewise rigid manner, so that pieces under the same rigid transformation are more likely to be in the same segment. To achieve this goal, an over-complete set of candidate transformations is generated in the first stage. Then, each transformation is treated as a label and an assignment is optimized over all points. The transformation labels, together with nearest-neighbor transferred segment labels, constitute final labels of target shapes. The method is not dependent on high-order features, and thus robust to noise as can be shown in the experiments on challenging datasets.

1. Introduction

Shape segmentation is an important step towards shape analysis, shape matching and scene understanding. In particular, segmentation of real-scan point clouds is very difficult due to severe data problems, such as occlusion, noise, outliers, etc. Most existing methods [2, 18] work on segmentation of CAD models or synthetic scans, but their performances drop rapidly in the case of real scans. One important reason is that many prior works rely on high-order local features (e.g., [14, 28]). These features are sensitive to noise and the robustness of these methods depends heavily on the quality and accuracy of input data.

To overcome this weakness, we present a new method which only relies on low-order information (i.e., geometric positions and normals). In addition, a set of pre-segmented synthetic shapes in the same category is used as examples to guide the task of segmenting real scans (Figure 1). These examples can be either manually or automatically segmented during some pre-process. This framework has the following advantages:

1. The method is robust to noise in real scans because it does not rely on high-order features.
2. The method can segment shapes that are geometrically ambiguous by learning from similar exemplar shapes.
3. The method works with a relatively small set of exam-
A key observation is that if two points of the target shape belong to the same segment, they can be aligned with an exemplar shape part under the same rigid transformation. This inspires us to register the target shape with exemplar shapes in a piece-wise rigid manner. In other words, we apply a set of rigid transformations on all target shape points to align its parts with exemplar shapes. Here it is assumed that each part of the target shape should appear at least once in exemplar shapes. This alignment provides an important clue in this segmentation task, as segment labels of the target shape can be transferred from exemplar shapes via simple nearest-neighbor matching.

This goal is achieved in three steps. First, starting with an initial segmentation of the target shape, we generate an over-complete set of candidate rigid transformations via part-wise registration. Second, we treat each transformation as a label and optimize an assignment over all points of the target shape. In particular, we seek a labeling minimizing a combination of (1) fitting error (data term), (2) boundary of different labels (smoothness term), and (3) number of appeared labels (label cost). Third, we apply post-processing to further smooth the results. The resulting segmentation can be fed into the processing pipeline again to iteratively improve the result.

2. Related Work

2.1. Shape Segmentation

Segmentation of shapes is a fundamental problem which is traditionally studied on mesh models. According to Shamir [26], segmentation methods can be roughly categorized into two types, i.e., surface-type and part-type. Surface-type segmentation partitions input meshes into patches under various criteria [6], while part-type segmentation decomposes input shapes into meaningful parts [2, 18]. Our method falls into the latter category. However, these methods cannot be directly applied to point clouds, as the vertex connectivity in meshes is necessary in these methods. Meanwhile, such information cannot be robustly recovered by data-driven reconstruction [3], especially for noisy real-world scans.

Among prior works of point cloud segmentation, many addressed the problem of segmenting objects from large scenes [20, 9, 11, 22], whereas our work focus on segmenting a single object into parts. Van Kaick et al. [14] proposed a point cloud segmentation method based on convexity analysis, but their method cannot handle shapes with semantic parts that possess concavities.

2.2. Segmentation of Shape Collections

Besides segmenting individual shapes, research efforts are also made on segmenting shape collections. Prior works explored consistent segmentation of shape collections using spatial relations (e.g., [10]) and feature relations (e.g., [28]). Recently, with even larger input shape collections, many methods applied machine learning techniques, including unsupervised (e.g., [13, 29, 31]), semi-supervised (e.g., [32]) and supervised (e.g., [15, 12]) co-segmentation or joint segmentation. However, these methods usually need a very large input dataset (hundreds or thousands), whereas our method can work with a relatively small dataset (about 20 in our experiments).

2.3. Segmentation Transfer

Another way of shape segmentation is transferring from pre-segmented shapes to a new one. This can be achieved by computing dense mapping between shapes. A large volume of prior works focused on dense correspondences of shapes (e.g., [16, 17, 33, 4]). However, in real-world cases, full correspondence of shapes may not exist due to different topologies. For example, it is impossible to find full correspondence between two ladders with different number of steps (e.g., Figure 3(a)(b)). Instead, researchers sought part correspondences and analogies of shapes (e.g., [27, 30]). For example, Alhashim et al. [1] computes part correspondence of two shapes using a deformation-driven approach, but their method requires manual pre-segmentation. Ma et al. [19] finds shape analogies enabling style transfer. Our method, under a similar philosophy, finds shape analogies to transfer segmentation.

3. Overview

The goal is to decompose a target shape $T$ (in point cloud representation) into semantic parts, using pre-segmented shapes $S$ in the same category (also in point clouds) as examples. Here $S$ is treated as a single shape - in the case of multiple shapes, we simply concatenate them into one shape with margins between adjacent ones.

A key observation is that if two points of the target shape belong to the same segment, they can be aligned with an exemplar shape part under the same rigid transformation. Thus by aligning the target shape with exemplar shapes in a piece-wise rigid manner, we can obtain important clues on segmenting the target shape from both transformation assignment and segment labels transferred from exemplar shapes.

A basic pipeline is shown in Figure 2. Starting with pre-segmented shape $S$ and target shape $T$, the first step is generating an over-complete set of candidate rigid transformations $M$ (Section 4). The candidate set $M$ is generated by registering all pairs of parts from $S$ and $T$. Here, an initial segmentation of $T$ is needed, which can be obtained by an automatic algorithm (e.g., [14, 24]) or from the last iteration of this pipeline. Next, we assign each point of the target shape a transformation from $M$ in a globally opti-
Figure 2: A pipeline of our method. Given pre-segmented exemplar shapes $S$ and a target shape $T$ with initial segmentation, our method first generates a set of candidate transformations $M$ that potentially align parts of $T$ to $S$. The set $M$ is generated by part-wise registration of $S$ and $T$. Then we assign each point of $T$ a transformation in $M$ in a globally optimized manner. After that, each point in $T$ copies segment label from its nearest neighbor in exemplar shape $S$, which is combined with its transformation label to form its final label. The resulting segmentation can be fed into the pipeline again as initial segmentation to improve the result.

4. Generating Candidate Transformations

The first step of our method is generating an over-complete set of candidate transformations $M$ so that each point in $T$ can pick one of them to align with $S$ in a later stage.

A classic idea proposed by Mitra et al. [21] uses the following fact: a pair of points with their local frames uniquely defines a rigid transformation. Thus their method randomly picks a large number of point pairs from $S$ and $T$, and computes a rigid transformation that aligns their positions and local frames (normals and principal directions). Mean-Shift clustering [7] in 6D transformation space yields a set of candidate transformations $M$.

However, we argue that this point-wise approach does not work on noisy real scans, because local high-order properties (e.g., curvatures) are not reliable (Figure 3(c)). To improve it, we introduce a part-wise approach of generating candidate transformations. Instead of picking pairs of points, we utilize initial segments of the target shape $T$, and pick pairs of segments from $S$ and $T$ instead. Because we are targeting at an over-complete candidate set $M$, the initial segments may overlap but should cover all points in the shape $T$, increasing the probability that correct (or near correct) segments appear in $M$. In the first iteration, the initial segmentation can be computed by any automatic point-cloud segmentation algorithm (e.g., [14, 24]); in later iterations, segmentation results from the last iteration can be used, as discussed in Section 7.

A comparison of point-wise and part-wise approach is shown in Figure 3. In this example, point-wise approach generates 1000 candidate transformations but still misses the correct match. The reason is that in real scans, local features (e.g., curvatures) adopted in point-wise approach are extremely sensitive to noise, making the alignment based on these features very unstable. In contrast, part-wise transformations are much more robust due to usage of large patches and ICP refinement. As a result, it generates only about...
20 candidate transformations, including the correct one, enabling an accurate piece-wise registration in a later stage.

5. Optimizing Assignment of Transformations

With a set of candidate transformations $M$ generated, the next step is to compute a piece-wise rigid registration of $T$ to $S$. This is accomplished by treating each transformation as a label and assigning each point of $T$ a transformation label from $M$. This labeling should be optimized in three aspects: (1) the fitting error should be small (data cost); (2) neighboring points tend to share the same label (smoothness cost); (3) the number of appeared labels should be small (label cost). To sum up, we minimize the following energy function:

$$E(L) = \lambda_d E_d(L) + \lambda_s E_s(L) + \lambda_l E_l(L),$$

where $L$ is a transformation label assignment. We choose the factors $\lambda_d = 1$, $\lambda_s = 0.2$, $\lambda_l = 0.01$ in all our experiments.

Data cost $E_d$ is defined as the sum of distances of all points in $T$ to nearest neighbor in $S$. Here is the distance is defined as a linear combination of Euclidean distance and normal angular distance:

$$E_d(L) = \sum_{p \in T} \min_{q \in S} \{dist(p', q) + \alpha \langle N_p, N_q \rangle\},$$

where $p'$ is obtained by transforming $p$ with its associated transformation given by $L$; $N_p$ and $N_q$ are normals of $p$ and $q$, respectively. We choose the balance factor $\alpha = 0.01$ empirically in all our experiments.

Smoothness cost $E_s$ penalizes different labels of neighboring points, especially in flat areas:

$$E_s = \sum_{p,q \in T, (p,q) \in N} S(p,q),$$

where $N$ denotes the relation of neighborhood, and $S(p,q)$ the individual smoothness penalty, which is defined as fol-
Figure 5: Labels computed in Section 5 may contain small holes with different labels from their surroundings (a). By plotting and examining the registration error map (b), we found that regions with high registration error tends to be mistakenly labeled. Thus we apply a post-processing step to smooth out these regions (c).

The goal of this step is smoothing out small segments, and aligning segment boundaries to shape features. For example, Figure 5(a) shows an example of segmentation before refinement, where the cup body contains small “holes”, which is caused by mis-alignment of the handles: that region gets labels transferred from the handles of another cup in exemplar set. Thus a post-process is adopted to smooth out small segments that are mistakenly labeled, while preserving the correct ones. In addition to region sizes, we observe that registration error can be a good indication to distinguish these two cases. In other words, small regions with large registration error are likely mistakenly labeled, and thus should be smoothed out. For example, as Figure 5(b) shows, the wrong labels of the cup align well with regions with large registration error.

We formulate this problem as an optimization problem and again use a graph-cut algorithm [8] to solve it. The goal is to refine an existing labeling \( L \) over all points so that:

1. A data penalty occurs when a point changes label. In particular, the penalty is large in a high registration-error region.
2. A smoothness penalty occurs when two neighboring points have different labels.

More formally, the energy is defined as:

\[
E'(L') = \lambda_d \sum_{p \in T} E'_d(p, L') + \lambda_s \sum_{p,q \in T \cup \mathcal{N}(p)} S'(p, q, L').
\]

We choose \( \lambda_d = 0.3, \lambda_s = 1 \) in all our experiments. Data penalty \( E'_d(p, L') \) is defined as:

\[
E'_d(p, L') = \begin{cases} 
0 & \text{if } L'(p) = L(p), \\
\frac{\text{dist}(p, L'(p))}{\text{err}(p)} & \text{if } L'(p) \neq L(p).
\end{cases}
\]

where \( \text{dist}(p, L'(p)) \) is the distance of \( p \) to the nearest boundary of its new label \( L'(p) \). Intuitively, if \( p \) needs to travel a long distance to its new label \( L'(p) \), then \( p \) is inside a large patch and thus changing its label should be given large cost. \( \text{err}(p) \) is the registration error of \( p \) using its old...
transformation label $L(p)$, and a large $err(p)$ indicates a mis-aligned region and welcomes change of label.

Smoothness penalty $E'(p, q, L')$ is defined in a similar manner as in Section 5:

$$E'(p, q, L') = \begin{cases} 0 & \text{if } L'(p) = L'(q), \\ 1 - \frac{\langle N_p, N_q \rangle}{\pi/2} & \text{if } L'(p) \neq L'(q). \end{cases}$$

After refinement, the wrong labels in Figure 5(c) are successfully smoothed out while the correct labels are preserved.

7. Multiple Iterations

After the above steps, we have computed a segmentation of target shape $T$ from rough initial segments. Because we use example set $S$ as guidance, the resulting segmentation (e.g., Figure 6(b)) is almost always better than the initial segments (e.g., Figure 6(a)). This inspires us to feed resulting segmentation to the pipeline again to further improve it (e.g., Figure 6(c)). Theoretically, we can iterate the process until convergence. However, to keep the method efficient, we fix the number of iterations to be 2 in our experiments.

8. Experimental Results

The method is first tested on synthetic datasets (i.e., both target shapes and example shapes are point clouds sub-sampled from 3D CAD models) with comparisons to other non-exemplar-based segmentation algorithms. Next, experiments are performed on real scans using CAD models as exemplar shapes.

Figure 9: Performance as a function of number of examples. Five columns are results using 1, 3, 5, 10, 19 examples, respectively. Our method benefits from additional examples and its performance improves quickly as number of examples grows.

8.1. Synthetic Datasets

To demonstrate the capability of our method on handling large varieties of shapes, we test our method on 3D mesh segmentation benchmark [5]. It contains 19 categories of shapes, with 20 shapes in each category. To maximize the usage of this dataset, we set up our experiment so that each target shape is segmented using the other 19 shapes in the same category as examples. Each shape is
converted from triangle mesh to point cloud before fed into our algorithm, and converted back afterwards. In the case of synthetic datasets, initial segmentation is computed using Shape Diameter Function [28]. The method is implemented in C++ and run on a consumer-level desktop (Intel Core i7-3610QM 2.30GHz CPU with 6GB RAM). In our experiments, segmentation of each shape takes about 5 minutes in average. A gallery of resulting segmentations is shown in Figure 7. Quantitative analysis is shown in Figure 8, where four metrics (i.e., consistency error, hamming distance, cut discrepancy and rand index) are used to compare segmentations in different aspects. We refer readers to [5] for details of these metrics and compared methods. By making full use of pre-segmented exemplar shapes, our method outperforms all non-exemplar-based methods.

In order to study the effect of the number of training examples, we repeat the experiment with 1, 3, 5, 10 training examples and compare their performances to that using full 19 training examples (Figure 9). Results show that our method still works with only a small training set but benefits from additional examples used.

8.2. Real-Scan Datasets

To demonstrate robustness of our method, we also experiment on real-scan datasets. We use a dataset from Qi et al. [23] as target shapes. These point clouds are registered from RGB-D sequences taken from a PrimeSense sensor, where the objects are extracted from the background. Specifically, two categories (i.e., chairs and tables) from this dataset are used as our target shapes, and corresponding 20 chairs and 20 tables from 3D mesh segmentation benchmark [5] are used as examples. As Figure 10(a) shows, non-exemplar-based methods such as Van Kaick et al. [14] are dramatically affected by severe data problems in these real scans. Our method, on the other hand, remains robust due to usage of pre-segmented exemplar shapes and independence of high-order features (Figure 10(b)).
Figure 10: Segmentation results of real scans (dataset from Qi et al. [23]): (a) results of Van Kaick et al. [14]; (b) our results using pre-segmented shapes from 3D mesh segmentation benchmark [5] as examples. The scans are taken from a PrimeSense sensor, where the objects are extracted from the background.

9. Conclusion

This paper presents an exemplar-based automatic 3D shape segmentation method. It makes full use of pre-segmented example shapes to guide segmentation of target shape. In contrast to typical machine learning methods, our method only needs a relatively small training set (about 20 in our experiments). Our method is capable of segmenting noisy real scans because it only relies on low-order information (i.e., geometric locations and normals) as shown in the experiments on challenging datasets.
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